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iam established for the so-callsd

,«n

keep in mind tha Tormal
“static® properties of natural languages in a ?reviams paperﬁ
"Quantum Logiec and the Semantics of Natural Languages” as
well as the definitions of ferms ziven there. We will not
misuse valuabls zpace by relterating those results here. Un-

»

iess otherwise stated, terms will retain the definlti@ns

ke
e

reviousl; =2atablished,

Given zume forwmalism of a theory 1t Ls necessary 1o
provide an intzcpretation of that formalism and, in fact,
just what 1t meong 1o interpret a formslism.
this matter will be based upon Zhe polint of view establlshe

-

23 the concept of loglieal smpiricism which seems %o be the

»

o8t widely accepied; namely thai a physicsl theory is a par-

@

tially interpreted formal %y@%ﬁmaz we identify as consitituents

e

theary T an abgiract fermallsm F and a

wen g B P . I ) et P PR o =T B G
rules of corrsspondenge R, The abstract formalism F
ing and contain-

a
e 3oy sorawnd Pl S asem W@ wersgy o gz 5 F I 5 F ‘?\?\ 5 own S e pyee an b oem A f“ By th
AiNg QesCrigrive TeRE 28 woil. nagnucn as f cunsistsg ol oY%

verms { that iz, iterms derived from
the former by logical rules), we may think of it as an axioma-~
of corrsgpondence R serve to
establish correlations beltwsen the nonlogiczl ferms in P and
observable phencmena or {preferadly) empirical operations. We
shall dencte an interpreted formaliss ~ that is, F+R - by FQ@
alsc be caliled 3 metalanguage insofar as they sre usually

soribed in terms presumed to be familiar.



theory

cal
that T

&
k1
.

-

the phys
we requlire

*
E?

ire that
saY,

2

18 to

at

n

T

Ve pPOWer.

e

&

¢

*
&

3

EE S

s

=
.

-

i

2
1
i
o
5
73
-

-

Yeg % ¢ & , @ ; N

Lo o I o uooo L T S i > 1 o
! Mww B et i @ # @ @ PO B v - % # 0 %
o Moeet 8 ed e - o b @ bt o A S« B I T
PO ; 308 E @ @ ) e S W ow A ) g & T 1
S Y T . S oo & @ oup ow A < B R~ B L B * S &

5 s g F A R VR . T B < - - T S
- "R B - T R - S-S S B B N TR - B B D -
@ e @ kb B ool W e , [t L R T - T
FE R e w9 0 - oo ® @ e ™ @ e g
So0% o8 o2 e ® B OB U L Y & o k@ g o0 O 6 g kg
R~ S - R - - & £ k@ (SR T . - o )
K] [ g Eo4 ] Ly s 0 By < W 2 ) £ 3 wid) mum 3 w' %w & b
o 3 @ et g e i 47 W y S A S 5 5 m o
¢ @ 7o fa L AN R [~ S T A o B % s Py e
%‘ ro-d M £ e ] wed g Ko i [N & R o VI Q. 0
LTI < EC A B4 0 woow LR T« oo B om0 3
s &2 W oI o B P S I3 OB W e ¥ S
£, > o £, o -8 A (ST I - B =
[ r spf bﬂn @ (] = .:m.& @ &3 . L} 3 &3
R & wh Y >y e e al gy et R A o 42 @ e w4
oW & %4 bt S = S o el « W b B e By
e o ; ] * ad . m,f - 5 e = MMM €5

L3 ot &) 3 L 4 v E8 { o ks E

¥ PR 2 U2

S

&

¥
- may
B8 e R e
TIoARNLON

1
imilar]

pan be met through
&
b
{"q
siruciurs
%
sp propositions
inte M,

i

b i = 3 i g -
m B @ W by et o €0 et &
Lo A2 » SRS T * Wom e O @ oL et .
133 42 & ha » w =4 &3 «d . By et £ ks k4 @ =y -
£ 2 b SR o BN & i I = B -
g % L A T s B N V- @ e Q2 - =
5 mooN goo@ e w8 W R I T - B Bt ,,
+ I T - T oo g & w B
4 U w» ineg & W et w ¥ B & (2] o & o 2 o
O e # s & B a i * 1 & A ek o 1 ved
g i (¥ W b b Q v L = el ) 4] & o e e £y
2L 5 B ¢ 5 B w e @ 0§ B B0 e
o ] &t s e P o) o By o ) s b i) 4+ [ mm £ «l
A B N A TR SO T « B« 5 - N ) g o &
(7R B U - O - TR B S S TR = o L

CRNE I IR R A S T S - - B S 3
& o S L 3] x i E» o ) 4 ol G e ] E I f i
ma L o g M ’ I > R o #d P Gy T & c
Sl b @ T o L i a . o T = 2 9 o

L I R T ® I I O W oo
i ot 4 e 4 £ P et ww : = e 2 s e +3
b P2 v @ B ou i e @ o & b
o grone e 134 5 £ o 2 @w« = 2 » mﬂw 3 m.,w
5 £ S SO £ “ I [ e £ 0 by 4 -
& ki £ e 23 £ ¢ @ 2 & Gt

- s TR < e w % B G @ € " £3¢ ]
B ba B et @ L et LA S 4 £ < .
wvel > £3 w.“. e L ey i L mwm ) wum
& fx i i3 ; [ =4 o

e &y

theory.

meanings

e 3
i
[N est

» o

ewwaren

€ A
BIDrE
L or and

@
=
-

- ;
irical natu

81
BUE
T g b
RN I
,
n

through some o
thus a modii

de ternine

A4
however,
comparsd
through

T

&£ ?&:a

X
o
The

rod
[N 8

of zoms
¢
by
P



in the observation set O in any conziituent of the hierarchy
necessitates a modification in each posterior constituent of

%

the hierarchy i.e. the law of transitivity.
Y a 24 W R i % e N o T T & s
B the veversgs opersiion NRE B gLVen motel M owiln
me ation ¢, :M into M* it must be noted that the inverse
: . =1 I 5
modifications 3 are not guaranteed. We may however approi-
imaze the modifications ¥. with modificatior S@ naving inverses
. A
1
1 P g e T 2 " was
$. with ilmages which are locally, lsomorphic to those of the
& .
it ig important to understand thal the praa gtive power

theory 1s lar

terms or formulas in F whlch are not directl

gely deteramined by the existen

terms,. terme are only lmpli-
7 4 5 PR W O s % L e T
de¥ined through the prole they play within

af F

terms to thelr

-

constltutive elements,

i.2. 1o cbserved objlects or svenits or properties; to s zet of
propositicng which contain ¢ 2tional terms.

Having defined a pred in this manner we now
seek t» sgtablish, from the Enown phencmenclogical set 0 a

formalism F which wi

G g y 0o B *
tive modsl M.

assumption of

s

priate the

been previosusly s

' iﬁim

with modiflcation appro-

modifies the set 0. As has

; T P vy ] P
& logicel valeulus.



The most carefully delineated logical caleulus at present is

the caleulus of propositions which may
clearly in terms of lattice theory (Bi
distritutive lalttice with a correspo

algevra defined on the guantitiss of 1
Tirst assume the calculus of propositl

be described more
rkhoff) as a complemented
ing, abstract Boolean

he system, Thus, we

ons 4% a reasonable

1: has bheen the Lmpliclt assumpt
stlc theorists to the pregent that

was adeguales to the extent tha

nalism is seldonm

T awkaWL@dg ing i1is

on among psvehollin-
the Boolean formallism
WSE or

explieit. This author

has seen no exampls ©f such an awknowliedgement in any text.
As such the wvalue of any suoch formalism and the models genera-
ted by it has not been recognized. However, thers have been
numerous clroumsiances undsy which the validity of this fore
mallsm has been brougnt under guestion: specifically this has
been the case in investigations of the syntax of language
{Carnapi and the loglcal structure of language {(Chonsky.
MeCawleyd. More recently the valldity has been placed under
severe Tire %y various investigations 1o the fleld of artifi-
clal intellligence {Rullifsen; Hendrix, Walksr, Bobinson? and in
athematics {Thom; Zeemany Mesaro ﬁlé}.

The logical hierarchy of a A@g*@am calculusg is such

that, in lattice theoretic terms., the primitive concept is

that of an glement which,

generates a - A cnaln ls

.
shal
£k

hen i g

whrough a concatenzilon process,

= partially ordered set {p.c.s.)




and, a lattice is a partially ordered set with every palr of

elements having a supremun {sup) and an infimum {(inf), &

lattice L need not be complete {(il.s. every non-empty subset

having a supremum znd an infimum}, finlte {i.e. have a finite

number of elements), complemented, distribuitlive, nor wmedular

3

tisfies the modular ideniity). Thus 11 can be seen that the

=,
l;i‘i

concept of a lattlce ig episitemically pricr to that of a com-
pismented, distributive {or Boolean) lattice. Purthermors, the
modular ldentity is weaker than the distrib tive‘ideﬁtitf in
that a aisfiributive latiice ls necegsarily modular wheréas the
reverse is not glven.

-

in the first paper of this series concerned with the
implications of a non-Boclean formalism in the natursal saiemces,&
it was demonstrated that there occur sxamples o2f non-distribu-
tive and, in fact, non-commuiative elements ln natursl langua-
ges. That such examples occur under <circumstances in whioh

s

there exists a dependsnce on the lmplicit ordering relation

is to be expected: the ordering relatlion is necessarily prior

4.

-

to the concapts of distribut! ty and commutativity. (It is

E‘f“

Vi

g«.«\«

interesting %o notes that, in genersl, the ordering relation

is of s spatio-temperal nature, although this is not always the
case,.; Henoe we are forced to the concliusion that the distrl-
ce which is to serve as isomorphic 7o the
theory conesrned with the totallty of
that phenomenclogical set we call natural languages must be

non-distrioutive 17 there exists one such example of non-dis-

tributive logic In any natursl languege. There exist other



reasons to suppose the non-Boolean nature of linguistic logle.
Tnasmuch a3 natural languages are generative {i.e, self=-
srganizing), it can be shown that 1t must be discrete - self-
srganizastion invelves changes in the systems structure wnich

ned in any continuous space {Mesaroviéd, (962)

[

can not be defi

Sz

Purther. meaning iltselfl can neot be gontinuous. Glven any fwo
meanings, the suppoesition of continuity demands that a third
meaning can be found betwsen them. The exerclse which demons
strates the Talsity of thls premise is so itrivial as 1o be

left tc the reader in order not to be insulting. lastly, some
speech stimull are known 1o be discrete {Liberman, Harris,

Hoffman, and Griffith, 1957¢ Studdert-Xennedy, Liberman, Harris,
and Coeper, 1570}, The discretemess of language and meaning

T T L. 2 R . 3 - v 3 e Ve e e v e 5. P SN
necessarily implies complsmentarity beilwesn some of the

elements of the lattice., the fallure of commutativity and

oelean structurs

paper will therefore wake, as Lits starting
yd

5!

peint, the assumpiion that the proper formalism for a psycho-
inguistic model wil be that of a complete, crihocomplemented,

non~-distributive, sodular latiies {also known as guantum logic)

with proper aocdification %o take into account the dvna

¥
e

A

s

.
" N Lo )

P - 0 S T NS, [ S 5D g U s B 2 S T R

pgpacty o the phenomenoliogical set, Finkelstelin has been

. L - . .

the prime geveloper of thie formalism { as vart of a model

3

- O . g vi & .
vigtle guantum loglie or simply,
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Pilerst Pasyeholinguistic Model

The transition from describing lingulstic phenomena

&F

wnich are purely statle {or which

2
el

@ ¢ obviocusly approxi-
mated as such) 1o those which are of a time~dependent or
dyramic nature {i.2. psysholinguistic phenomens) is a major

theorsetical step. The acguisition, generation, and recognlition

ification of the formalism established in a previous paver.

n turn, this modification will define certaln modifications

Appendix for the convenlence of the reader, ars glven accor-

Le
linguistic dats,. Inssmuch as that syvstewm was taken to be 2

#
¥
Y
Eaa
!
g
pan
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ses of the system were taken %to form =a
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vresent paper we define a class by it's mem-

bership - Shat iz, how we

membership in the clase.

prse
ka1
B
o
o
o
3

count the obvious dynamic tie deta.
The classes of form a plexus -
the model will be & m gical

dav which regulstes the clasees =7 2 systenm in advance o

channs ! arnd ong whi




- h

That class membership of semantlc systems is a dynamic
process is readily seen by the changes which Typically ocour
in digtionary eniries over a period of years, That we were
lv at fault in not considering this dynamic charascter
0f linguistic wutierances lg not in dispute - we took linguis-
tio utterances as ocourring in zero time as a first approxi-
matlon; hence that the logic used Iin describing thewm need not
pe concernsd with time-dependent ensembles or processes. We

"

can no longer mainitain this view and in fact will take as a

priori the fact that semantic digits forwm a quanium network
of semantic processes. If language consists of gquantum units

of meaning and if thelr generation or recogniiion is iime-

dependent, it

154
Y
¥

Ko
{E)

riod. In the current paper, by 2 semantic digii we

which was pursued by Pinkelsiein in his paper Space-Time Code
111, several new concepis are introduced which we fingd useful
here, The first ile that of 2 stator, & logical-mathematical

sbject which serves to decribe a system, being 2 “vector”™ in

2 Hilbert space associated with a guantum system. Each stator
serves %o determine a projection and thus a class of the sys-

tem. A changs in the class of the system corregponds 1o a change
in the projection operator and hence a different stator. A
’stat@r is a property. It iz an adjectiive, not & noun, in a

very abstract sense. 1t can be ﬁ%@&gfi f 88 a statle; logli-

cally operational object inasmuch as systems which contalin a



certain membership class are characterized by the properties

»

consistent with & glven stator,
The second concept of particular interest is that of

a plexor which serves to deseribe the general role of a stator

A
7

in a guantum plexus in much the ssame manner as a tensor is &

genoralized vector. Just as 2 tensor maps a vector space with
aszociated scalars Inte 2 second geometric object, a plexzor

maps one stator inite a sscond stator. Assigning & plexer to

b E’Syﬁ";@m of protesges 1y tantansunt to sss8igz

gu

wing an ordering

"?
o

®

relation. Prior to the assignment no geomeirical relations

exisi. The system ls said to be a pregecmeiry. Finally, we

say thet a quantlty exlsts or is possessed by a system if the

glasses, as the vaiues y of the guantity (with values Iin a2 sei

V) range over ¥, sre¢ exhasustive and mutually exclusive. This

[
i

equivalent to defining the guantity operationally ln showe

»

ing how to gontrol the valuss of the guanitiiy.

& guanium logic

3y

. which deals with guantum progssses

does not use all the standard relations as defined Iin Table 1.
It iz a non-trivial property of the world trhai all the conespts
of Llanguage c¢an be expressed in the language of the Rl-loglecal
relations of inclusion € and exclusion JL . In terms of 2
process neiwork or plexus, an object is either a member of a

class or it is not. Psycholimguistic systems, as compared to

5
£

£
¥

lingulstiic systems which zre concerrned almesi exclusively witk

simple systens as defined in Table I, are concerned wiih botk

compound and complex systems and such lg the toplie of the sur~
rent papsyr,. We are now inlerssted in the properiles of natur-~

al languages which ihe theory predicts for compound and com=-




plex systems: that is, how ﬁhé theory uredicts such systems
will be formed outl of simple systems and therefore what macro-
seople effects might result from such rules of generation.

We end wiith the following definitions for a complex
variable: it Is the trace over = ﬁw@«séqmen@e space with an
operaior which is s map of the space. into the series with re-
spact to some basis {in the szensze of cgoordinate basis). More
complex units are built up from diglits (primitive processes).
e will explors this concept further in the next section.
‘Finally, we assume for the model & relativisticly causal

ordering relation.
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We s=hall call the projsction operator of 2 stator defined on

some semantic space z gyntactor.

We may treat the basis space of the system in two ways
- glther staticly or dynamicly. Ef tne basls space is static

5 =

then we have 2l %cotively given it a boundary and reduced lts

extension %o finlte rangs. Thus any change must occur as the

result of some sperstor ocutside that boundary. Any deserip-

of the semantic svace is therefore static as well and must
postulate sysilems external o itself to allow for the dynamic
aspects of language. The dynamic casze lncludes the contextual
environment as part of the total semantic space and treats as
a subspace thai part whieh undergoes a time-dependent svolu-~

w

tion. Under such conditions the generation of an utterancs

begins with gome glven semantic subspave. The gistor deler-

Tunc tion. Then any such sssantic subspace whigh

1y determined may be said to be ambiguous, This

form of the static definition of amblgulty
which was given in s previous paper. The result of such an
arbigulty 1s fhe ability - indeed the necessity -~ for the
system %o lake some semenitic digit which is contiguous as
operationally defining the boundary and thus providing clo=-

qFure.

Howsever., thls process ive, The new subspacs

defines new information on the svetey and thus a new syntacior



With the new syntactor, a new projeciion is defined and thus,

the boundary is no longer necessarily closed.

Foir

g aguivalent to the gen-~

Fa)

A% the macroscopic lsvel this
grative process being continuall ly altered by percepts and by
environmental constraints gemeraiiv We do not make a distine-~
tion hers between internal and external consiraints, nor
the time-deverndence or time~independence of such constralnts.
In a pregsomerric view sush as this, meaning, whether from
memory, the logal soviroens, or from ongs internsl States and
emotions, are siwply portions of the semsntic subspacs. Indesd,
the generative process may te described as a concatenation
process which iz context sensitive. Most often this will show

up 4s & situation in which speech i1z generated one word at &

tures at which the so-called generative mechanlsm iz proposed
to uperate iz s deep, we are 8% a simge of formalisn whick
ig prior o thar which allows for any distingtion hetwsen the

flow, acrosg gny arbitrary boundary de-

Py

the interior of the human system from

izable or even possitie. The concept
B

of locality, bullt into the logle of the system through

£

g,asr
("w

relativistl

fs

causal ordering relat

T

on, precludes =ny abdility

¥

on the sarit of the generative mechanism to distinguish between
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semantic subspaces which derive thelr class membership from
sensory processes or from internal states, processses, and
feedback - elther through channels or cochannels., That is to
say, the mechanism may operate in an identifying mode with

=

egqual efficiency, The difference 18 @ relative one: in the
generative mode thers exlisi contsxtual consiraints which pre-
vent closure four the spesker whereas in the ldentifying mods

they may be taken as continuslly prov Llosure for the

Listener. Thege two condilions are nally eguivalent.

The microscopic deseription of the concatenstion pro-
cess implles three different methods of simtistical anaxys*s
of the semantic complexess those which are formed by the se-
guence, the series, and ihe set of semanilic digits as defined
in Tablie 11 of the Appendix. These ensembles may ve analyzed
¢ll=Bol tamarn, DBogsz-Einsteln, and Fermi-
Dirac statistics,. We suggest thati, under appropriate and speci-
fie clrrumstances, esch of these statistices will be found 1o
be evidential 2! the macroscopic level. This toplc will be
explored in more datall in the following section since the
results are largely of a predictive nature.

the acguisition of linguistic ulterances is now welle

defined within the current formalism. It is the itime-~dependent

semantic subspace with observables which are the subset of the

complex variables of the systes wlth cvardinality wnich forms
a segusnce in time whleh is m@”@uﬁﬁé@ and Increasing, Glven

such a definltion of language acquisition we feel well jus-

*"“‘}

tified in propeosing the fol

that all human belings

are born with the faculty for tha:
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guage acquisition {unless physicaily impaired) and that that
those linguisztic observables known u% syntax and morphology
are macroscueple evidences of the imtrinsic ordering relation

invelved both in semantic processes and in all physical pro-

cesses. We make expliclt now several assumptions that are
inherent to the observation of language acguisition: first,
that the observed system is defined i.e., that a boundary is

recognized which separates the gystem from its environment:

se¢ond, that there exizie z time-dependent subspace {(semantic]

of increasing extent i.e,. that there ls z transfer of lingulis-

tie information across the said boundary; and third, that the
system is alive 1.e. that it is self~organizing and hence is

diserete.and nen-singular,

et



I¥., Results

Therse arises the guestion of .what one might expect to

cbserve regarding language acquisition, speech production,

speech percepilon, speech recognition, speech comprehension,

Sposil
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competence, and linguistic deter-

In this section we will undertake 1o

fions inasmuch asg the surrent model makes

adequate predictions concerning these topics. We can expect

¥

&
23

from the onset that several expsr

U]
e

=N

[

men v Y Set

es might thus

&

be suggssted. However, 11 should be understood that the re-

sults of such studies will, in general, only supply informa-

D oomn mealm B
TLIONn WILigh

permit that a refinement of the model sbitain.

The furt h@r guestions

which can be expectied are at present

unanswerable and we Iake s as being furither evidence that

the modeling procedurs has been a frultful one.
r the last sectlion we have claimed that a child, by
nature of i1ts exisitence and definition, must have inherent

P

abilities which would premit speech acquisition arnd production.
Wnile & greal many questions concerning bensviour must awalt
answering until we have a complete model of the human system

supplied by further researech, the fundamental processes ine

volved in language acgulsition may be ocutlined at this time.

Ty X P “’ » §
he term é: S8 BOGHT La ks

least, to be antiquated and rather misleading. When observing

the system of chlld plus

sronment from a process frame of

%

reference = thait is, as - 1% ig apparent that a por-

tion of “np system undergoes z time-evolution which is linear



and pausal, If the system did not spiv non-trivially into dis-
joint subspaces conslisting of time-dependent and time-indepen-
dent semantic ensembles, there would be no means of identify-
ing the system in a time-independent fashion. The time-evelu-
tion of the system, part of which is the behaviour called
language acquisition, is described by those subspaces of en-

@

sembles which are time-dependent. In the current interpreta-

43 4% I Y Y e IR T T R T
tion, Time-dependence simply means & concatenallon process

5 2 u R by B e b sy A S # s e g b @3 o & o i o S g 1
i binary digits ~ that is, a sequence of guanium Processes.

Ir. refering to the linguistic portion of the system, these are

11*

then semantlc processes., We ¢an describe the concatenaitlion

.{ we xrnow the ordering relaztion and we have then

e

conveniently |

2

the abstract algebralic entity which we have called a syntactor.

For the saxe of explication, suppose that the firing

of & neuron may be taken to represent z semantic digliv.

ez B ; T G N . 2 e L T B e e b T
Neuronal g3ruciures permit branching of considerable complex-

5w

ity, and 50 we may nol predict from a2 knowlsdge of what neuron

@ x

has fired which neuron will fire next or at least be activated.
It would be a further necessity 1o know simultanecusly the
states of all the neurons which synapse with it. What deter=-
mines the firing srder - the cm‘uatend@xw order? Two factors
are of importances first, the states of impingent neurons

which in linguistic terminology and with the current model
represent the contextual environmernt; Second, the ordering
relation, We clalm that the neuronal structures which are pre-
sent in the human brain are ‘ordered’® in such a manner zs to

-

demand an isomorphlss

x

etwaen neural and lingulstic sirue~

&

w

. a2 =1 e Do e A e e o o s e & 2 -
tures, We have gonsiderable Jusitification for this claim. If
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ring is indeed representative of a semantic digit {and we

%

|_.,Ja
ok
=

claim in a latter paper on the neuropsychology of the
model that linguistic structures mugt operate at a level as
deep as neural structures based on ithe current svidence),

-

then the siructures which gorrespond to lingulistic phenomena

e

anid those which correspond to neural phenomenaz must be isomor-
phic, Since it is the ordering relation which determines the
ovulcgy istructure) of an snsemble, we may conclude an equi-
valence of ordering relations.

The reader is reminded at this point that all physical
processes are subject to the opdering relation, whether they
be semantic, =lectrical, or material, Hence, the time-evolu-
tion (srowth) of a neurcn may alse be described in such terms.
We are n@ﬁ Ffaced with Jjus?t such an unanswerable guestion as

-

was earlier anticipated. Wnen the psycholinguist obssyves the
time-gvolution of 2 Linguistic ensembls { for example, language
acguislition). is he cbserving the physical growth of neurons,
the changing of neural inhibition potentials, or perhaps the

restructuring of neurons? It has Peen demonstrated that these

neural processes are ¢ some degree coupled - sach may irigger

v

1

the cther, Hence 1t seems unlikely that a better answer is

avallavle than a general one, pamely that langusge acquisition

gt

i
&
i

mi 4

[

s 1 by ihe potential growth and modification of neurons

and neural siructures, menitfested physically by a change in
gffective neural structure, and observed only through the

imitations - Soth tlme-dependent and time=-independent - whnich

"!

are imposed b e gxpsrimeatal a

]

rangemen® which includes the

experimenter ane v =2k is a semaniic subspace with operators




of its own. That the genersl answer should be one concerned

primarily with limitations on the modeling precess should not
be surprising. We are attempiing an expression of a llinear,

causal ordering of the sysiem when we guestion languags acgui-

zition and lits multiple relationships to neural structures,

"

potentials, and growth. I7 the system iz multiply~dependent,

b

[

le variabtle associated with a complex ensemble

g
and constraining its degrees nf freedom to some extent!, may we

a4l

i

artificially produce such a result, T call an operater on a

semantic system an inpibitor if such a result obtains. Since

Rm 1, ,

.
in

5 which would yisld, in union,
the system under study, is an intro-
speotive one and thus one can only destermine the tautologiles
sense, ars the

“

jescrivtion of language acgul-

We shall claim that the ac-

valent in a physical

®

sense to the ordering of a neural ziement. This is, in Turn,

1]

2. 2ouivalent to the time-depen-~

potentials of neurons.

We have previously argusd that neural svolution ls a strictly

determined phy and ore language acquisition



is governed by rhysical laws. Languzage acgqu lon, taking
these presumpiions into acgount, is thatl segment ¢f the time~
evolution of a semantic subspace which under the influence of
a 1ocal {(contiguous) semantie space yields the observable phe-
nomena of verbalization., We furthér define verbalization as a
transfer of semantic digits of a linguistic nature across the
boundary separating the subspace {ocrganism) and the subspace
srthocomplement {environs),

This model of language acquisition suggests sevaral
sbzarvables speech lsarning processes. Firsit, one will expect

®
%
F

that the local environs may be used to optimize the acqui

fi;

tion of semantlic diglts and that this coptimization must be
dynamic in nature. Second, since langusge acquisizion is
dependent on dobh neursal structures and the local contextual
environment, it follows That the petential to achieve verbal
expression should in fact @re@adé the actualization to some
extent. Hence, by providing both verbal and sensorslly rich
environments for the infant which are atrongly coupled, one
might exsect to minimize both the fime reguired te induce the
neural changes appropriate to aequisition and the lag time
between potential and actual verbalization. Third, one might
expect that words which decompeose into few semantic digits
would be more readlly acquired than those which require higher

ordeyed compiexes, That this ls a reascnable expectation is

[

readlly seen considering the degree of neural organization
which would be reguired a3 & correlate to such acquisition.

Fourth, more commonly experienced lingulistic units {words,

Foin

semantic 4igits, 0. ) wiil be

W

cguired more readily in as

o



much as inhibition potentials and growth of neurons is modi-
fied by continued excitation of a given neural pathway. Fifth,

*

inasmuch as the model does not differentiate between semantic

o)

digits originating from and used for tastile, oral, visual,
or other sensory process and, in fact, clalims that such digits

will be contiguous in a semantic space representative of ihe

organism {this being the case since all senses are simultane-

We can expect that each acguir@ﬁ linguistic unit will
have several discernable components. The complex semantic en-
semble should consist of both time-dependent and time~indepen-
dent features, these being the equivalent of MeNeill's analy~
gis of utterances into actionfevent/objlect/property/entity/

PP s R W S - T v P o oy 0 sy ] :
states location features. Further. sach encembls should be

the physical pehaviocur of the system -

g part of the meaning of ths ensemblie.
Thnis fact coupled wiin the time-evolution of a2 semantic sub-

space ag earlier described leads to the prediction of semiotic

n describing language acguisitlion we have inadversantly
given the foundationg for an explanation of spesech productlon,
percepiion, recognition, and comprehension. We have ststed in
the last seection that spesch production must procede as a con-
catenation process. we now repeat thay @xplanatign from the
viewpelint providsd in the pressnt context {psycholinguistic
observation! with specisl emphasis on the ooservable predic-~

tions of the model.

¥

s
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The concatenation of semantic digits must proceed in
a manner consistent with the ordering relation and thus with
the logic of the system under consideration. Furthermore., one
must recognize the contexiual environment as influencing the

possitle cholce of semantic digits irn the concatenation pro-

gose

cess, As previousiy siated, 1f the complete semaniic space i

Py

L);

conaldered, itnan the cholce of semantic diglits is deterained
within the 1imiis of & degenerate elgenfuncition, Zach diglit

irn the chain is folliowed by a diglt which is loezll

}54)

contl

[
e

guous and which belongs either to the semantic subspace inter-
nal or external to the organism. The cheoice will be determined
as an instantaneous maximization of the propositional complete-
ness of the utterance. Where there exists a true degeneracy

in the maximization a choloe must i%k@ place, This cholez is

a dynamic operator and gualifieg in svery asuvect as that abe
stract notion traditionally called will.

What deoes thiz descriptilon predict ag observables in
speech production? Flrst, that speech production iz always
context sensitive., By context we imply a semantic Bubspaée
which iz determined by both the environment and the internal
states of the @rganiam, A conclusion of this line of reasoning
is that altering one or more of a psycholinguistic subjscts
environment, speech hisitory, internazal states, or persconal his-
tory will appsar to causslly alter the subjects speeech produce

tion. In other words, what one says devends on the context,

how one fesls, how one thinks, and one’s memory of related

]

ubjects, Second, ithe model predicts that speech production

is an observably concurrent proces:

e

p that 1t ovcurs so rapidiy

i



as %o imply lncompatibility with models of speech production

-

that invelve transformational processes. Third, the model
predicts that certaln speech errors should occur with statis-

R

tiecal distributions ¢that are non-classieal. In Tadble II w

@

fined the tnree different objectis which we may mean by an

ensemble of n semantic diglts: sequence, series, and sel. ke

i

have taken as prior the notien of seguence -~ an ordered n-tuplie

o

of gemantic diglits isomorphic 10 the mazroscopically observable
erantic object, in this case the speech sequence. 1f wa teke

speech errors o be random distributions of semantic digits

wnich do not fit the lmplied order of the speech process. The
collection of such errors will then occur with statistical

af such gsemantic digits

immediate predicsi

due to the fact thal meaning is discrete and the “eholce™ of
sequential semantis digits is random, the cocurrence of words
will fallow a Folseon Interval Distpibution. This fact will be

the more obvious with freguently used ssmenilc units - words

such as "ifY, "and”™, "the”, etc., Fifvh, =zince The accurrence
of such units petains lig order despite being taken osut of

sequence, we thus have a series of semanilic oblects and hence

g

it follows that Isr ac ensemble of n such objects, the freguency

&

’?”

T

o

of ogcurrence wil! follow Bose-Einstein statistles. Siztr, it

should be remembered Tthat The oo

£

urrence of semantic units
will be classical in general, Thus one will expect that the
statistles deseribing the occurrence of units regardless of

- 2

I z - [P o T T e T s R TR N
meaning will be a Msxwell-Beltzman alstribution.

S



Seventh, there is the prediction that speech preduction

o

ig of a fundamentally ambiguous nature. Glven any “completed™

e
m

"5

statement, 11 can be shown o admit of at least twoe intarpre-
tztions. The degree to which tnis ls observably true will be
dependent upon the degres to which the entire semantic universe
ig taken inte account. 1f this were dome under ldeal condltions
the result would be an expression of a semantic uncertainty
relationship. Until such a itime as the cardinality of the

-

semantic diglts forming an ensemble can be empiricly ldenti-

fied, tnhne proper formulation of such a relatiomship will nox

ne possible., However, cybernetlcs has managed to provide us

with some ussfyl ﬁ’ueslgﬁnf@rmawzan has been related ic ener-
gy via relatlion 1 below in which v is the bandwith of the

channel in blitsSsec, k is Planck’s constant, ¢ 1s the speed
« 3z g ; 4 V- 5 . - - B
of light, and /N iz the signal Yo nolse power ratio.

{143/N} {13}

the emergy cost per bit

=1

5 greater thesn or sgual to kT where ¥ is Boltzman's constant

and T is the temperatare of a system of mass m. Substltuting

&

into the Heisenberg ungerisinty vields 2.
4703

2m x 10 its/sec {2}

temperature of the human system ang

thus of therma. nolse and guanium mechanical fluctuations, the

final lim o gpeech producilon is gliven by
<7 = AR i"'“‘igc £ Fry 'éfuﬂq ﬁg L = {1y
w"ﬂxa‘,x I G SEMANT LD LEL tb}’S@i i ﬁ}
it is then theoreltically possible to use these last iwo

relations in order 1o prepare experimental procedures which
will serve as partial verificaiion of the vconcepts presented

in this paper, Namely, one would gxpect to be able to measure



the bit content of some prepalred text and then, by presenting

[

t very rapidly to a subject and slowing it incrementally, de~

ne the comprehension threshhold.

‘h_eu

term
The linguistic processes involved in the transfer of
information from the environment td the subject has tradition-
1ly been divided up into three areas of inguiry, each descri-
bing a pruc@ss‘tempmrariiy ordered with respeci to the other
two. Researchers have assumed that the subjiect first percieves

»

he input, recognizes it, and )

¥
“F

a

..

somprehension then follows,
o . e :]A e A o \ . L3 2
That percepilon precedes recognitlon and comprehension is
readily demonsirated once we have beern predisposed te a temp-
oral analysis of linguistic data flow. There are many examples

of subjects indlcating that a datum has bveen perciszved but not

. T o e e 3 o ¥
cercleved previously.

seen previously experienced or has 1t been organlized
with respect tu previous data for the first time.

As arge here that there 1s no meaningful operational
distinction between the processes of recognition and compre=-
hension, and that, in fact, ihe distinction from perception
is even more ambiguocus, Perception is the process whereby a
datum actual.y eniters the semanilec space of the subjects it
i1s usually taken as a process deseripiion of the senses, The
senses, In the current nodel, are then operatiomally elther
channels or cocharmels inasmuch as they provide partial regu-

lation of claszss membership. Thus we can describe psresption

&g
[ag
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the physice of known physical mechanisms assoclated with ob-

servable systems, Observation alters z sysiem to some finite

M PN B I
degoription? We

think not. The observable distinetiong beiwsen percepiion and

recognition are understeod f opne hypothesizes the existence
of a syntactor which expresses g relative null change in the

gemantic space of ths subject. Such a syniactor, which I call
1

1 syntactor, msy be Lilustrated by & shysical sx-

Lo the sublect!

.

s e PR o g W ey [ SIS - . : .
command (perceptl. [T ths compand 18 cone

tained in the menory (semsntic space) of the computer, a ma-

ause an executlon

to goour. If ithe pommand ls nol contalned in memery, the oom-

mand®., This response is eguivalenit fto the more human I don’t

E 3
E 3
fence we can describe the recgognition process in terms

“5¢)
i that fur pergepntlion desceribed above 1 w

]

generailze aur
means of degeriblng the observed dilffsrences beiween these

vrovesses. %e mor rindlarly account for “he process of compre-




nension by taking inte account the operstional meaning of com-

prehension. Tefining comprehenmslon thusly isplles semantic

connectivity beiween ensembles which are contained by the

fomg

zsemantic ensemdbles to be undersiood.

st
vk
fa3
58
et
3

defining the

n other words,

wE

are

ice siructure which is delineazied by the or-

dering relatlen of the semantic ensembles thus entailed. Such

rdering ‘s grriicularly apparent when the effects of compre-

hension are observable - namely when one can test for

for comprefension, by definlitic., must involve

Y

1t Teniz

phvaical

action, That such action can be speech shows that the connec-

tivity between semantic ensembles has been esitabllished.

This

ig operationally the same process as we have described for

acguisition.

Thug we Bes 0

=
y.“-&é;ﬂ

4»9 5

of percepii

"g

i«%

ig an ind

thing new ur $peciszl Detween

tne

T,

LDrodLstey

there

Ilux of information in the form of 2 semantic ensem~

ble and the geperation thus of a new syntactor for the seman-

tic space. The only differentiation bLetween the
described is whether thet syntactor is the null
(or something similar) or neot.

4% this polnt one should again take note

Y

cegs involved in speech recognition is the same as t

processes

that the pro=-

9

ha

speech production. The only differsnce is the apparent

4
[

-

mn

soures

of the sementiec snsenble responsible Tor changing the syntac-

tors of the gysiem, And e

a distinetion is not possible. A psycholinguist

Y o apag T .
Leve. much

this sort claimg thait, zo Llong as one could noet obmerve

the
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St
el

that the only distinciton between “pasi”™ and “present” seman-
tic digits ard ensembles is supplied by the ordering relaticn.
In fact, without te ordering relation defined in a particular
way, memory ag diverced from percept is an arbitrary distinc-
tion. We claim that only the ordering relaticn need be con-
current in the semantic space of tﬁe subject and that, by
definition, this is built intc every semantic digit.
Lingulstiic performance can be modeled essentially by
descriting how errors tan occur within the speech production
process and this toplc is divided inte three questions: how
do errors in speech occur, how do errcrs in remembering
ozcur, and how d¢o errors in aquisition occur. If, as was pre-
viously suggested, lingulstic processes occur at the neural
level of organization, ihen we are locking for ways in whicre

Tiring, innibito

=

petential, or growih of neuruns :§ aitered
from the norm. That ihess problems apply %o all three guestions
of linguistic performance is obvious. However, “errors” tan
also ogcur when there are ambiguities generated, The concste-
nation process osccurs in a manner which is locally context
sengitive, In many cases, a degenerate eigenfunction will zllow
the production »f & new semantic ensemble which is only lugal-
ly meaningful in the context of, say. a conversation but which
is truly an srror at a aigher level of the semantic hierarechy.

Wnen we spes¥ of zmbiguities, we are refering to = con-
cept of degree of ambiguity in as much as we claim that if

communication is i¢ continue, absvluie closure and therefore

absolut propositional completeness can not ogcur. In fa

L)

t.

recent experiments suggest that it'is the abllity to err,



wnich allows for the great computational abllitiss of the

- .
humarn syﬁmém‘t“ in order to demongirates the cormectilion between
errors and propositional completeness, the following experiment

i suggested., Under clroumstances in which the “listener”™ or

reader” were glven no oiher informetion, one would then

iﬂa‘

pent
better rezognlition and less misinterpretation than would resul:l
rom a corpus composed of a large number of propositlonally
incompliets giatements 13 the presented material weres composed
2f complets statementes. The propositlonally incomplets corpus
could be prepared in such z manner ad to be complete zentences

and to contaln the same information as the contrasiing corpus

of compleis propositions. Further, one would expee? that the

Speech ersors which would segur would have s higher liklihood
of ooguresnce Lrosclasiy in re
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are tc emerge in the classical limit of the theory.
The model which has been chosen to be incorporated

+ the macroscopic level is that of McNeill (1975). In the

o

firet chapter of that tex?, the author listed seven main
statements or arguments of the remainder of the book which
were subsequently followed in later chapters by justification
both by empirical and logical argument, These were as follows:

t} The earliiest @rgamiz@é utterances of children are based
on action schemes. Thus interiorization is claimed.

2) The clalm of undifferentizted senscory-motor concepis.

3Y Interactions of speech and thought withsenscry-motor
concepts lsad o indexical signs,

4} word order a2cts as s Xind of image or pleoture of ithe

6) The importance »f context = this irwluding the spesker's
meaning and percention of context.
71 Hven sveech disturbances falleow the syniagmatic organi-
zation of the utferance, .
17 should be readily obviocus that the present model is
facyt claiming much ihe zzme arguments although from a differen?
level in the hilersrchy and for preasons of the directly deduci=~

=3 R ST Y s A e R
ole absvract loglical siructure of

languagss. Hencs it
sesm® thal, wiers we are involved wiitn the same lssues, the
oniy differsnce hag been that of terminology and method of

derivation of the resulte, wWhsre MeNeill and others have spo-

Ken of the problem of serizl order, we have refered to a causal

cul 0l & synlagma correspoencs
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Admittedly the terms used and the methods may noet be familiar
to those in the field., Nevertheless, it iz highly desireable

4t this stage in the development of psycholinguistics te attempt

L2

e interface with the mathematical methods and formalisms that
have been established in other eawpirical pursulis. We belisve
that, though the learning may be painful, it iIs the only way

11 arrive at a truly oredictive model of such phenomena.

Q'I»?

we Wi
de nope that the reference tTo and dependence on other sources
{for the understanding of this paper will not prove teo much of

a burden for the reader., It lg the inteni of this author %o

attempt 2 mopre concise and sell

"**z

contalined @K?@S"’*Gﬁ at a

iater date.
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TABLE 1

Simple Systens 5‘

For quantum systems, the algebra of a system is irreducible

being the algebra of all maps of an underlying innerproduct space

I(S). In this part all concepts are relative to one implicit system

S.

Class (of a system S): = projection (quantity equal to 1its

* (adjoint) and square) in SA; subspace P,Q,.., Oof the under-
lying linear space of SA.

PCQ, Pis included in Q (of classes P, Q): = the basic eigen-
value equatlon PQ=F; the subspace Iinclusion PC Q.

I and ¢, universal and null class: = quantities 1 and 0; I(S)

and the 0 vector, as subspaces of I(S).

PUQ, P or Q (adjunction): = sup(P,Q); span P ¥ Q (the set join

of two subspaces never belng required).

FNQ, F and Q (conjunction): = inf(?,Q); subspace meet PA Q.

Q 1s a complement of P: =F U Q = I,P Q=@;Q is a complenemtary

subspace to P.

-P, the negation of P: =1-P; orthogonal complement of subspace F.
P.L Q, F excludes Q: =PQ=0; F and Q age orthogonal subspaces.

P comQ, P 1s compatible or comnutes with Q: a basis exists for

I(S8) adapted to both subspaces P and Q.

f(5), a coordinate f of S: =map f:5->C; spectral family dP.(z)
of subspaces, z a complex variable. Any coordinate f may be
represented by a coordlinate quantlty~f§/2 dPe(z), where the
projection-valued measure dPp(z) 1s defined by tle algebra map
fA: _QA -@SA.



P<y Q, P 1s Just included in Q: P XEQ if and only if P=X or

=Q; Q=PU one additional l-space,

[l , the measure of P:= the length m of a chaln 0Pi<y ... CPy
=P.

o, a singlet;= projection o with measure = 1; a ray or l-space
of 1(8).

If G 1s any group of maps g:5S-»3 and GA 1s the group of 1lnduced

algebra maps, we can then define as follows:

5/G,,3 over G: =the algebra Sﬁ\gA, the collection of those
quantities of SA invariant under Gp: the algebra of operators
on I(S) commuting with all members of the (unitary) group G.
Even if S 18 a quantum system, S/G generally is not.
S G, S under G: = the algebra SA/GA resulting from SA by iden-
tification with respect to G, ; the subspace of I(S)consisting
of all fixed points under G.

Let P be a class of S: i
s\P. S under P, the restriction of S to F: = the algebra Ps’p
taken with the +, X, %* of SA but with the new unit F; the sub-
gysten defined by a subspace PCI(S)
The system 1: = the system whose algebra 1s C; systenm with a
one~dimensional Hilbexrt space. The system 1 1s both a classical

syatem (commutative) and a quantum system (irreducible).

In quantum logic the distributive law 18 weakened to the fornm

If a€e, then alU(bNc)=(alUb)Nc. Note that it is self-dual:
replacing & fY,U by D,U ,N merely replaces a,b,c by
c,b,a, It also follows that (aUb)Nec=(al/b)N (alc).

For quantum assemblles, 1t 1s not generally true that

alb = «al/b,



Conmpound Systems

S+T, the sum of S and T: = the direct-product algebra SATA,
in which the two algebras SA and TA commute; the direct pro-
duct Hilbert space I(S)XI(T). Similarly for I1IS;. Assoclative

and distributive laws hold.

S R T, a binary relation R between systems 5,T: =a class of
ST; subspace of the direct product I(S)XI(T).

S5S-T, similar systems 5,T: = two systems S,T provided with an
equivalence map e:S «»T (map with inverse); two Hilbert spaces
with a unitary e:I(S) =>I(T). We designate corresponding pro-
jections in S,T by P(S5)~-P(T). Replicas of a system S are
g8imilar systems obtalned from S by attaching labels,e.z. 81‘82
5=T: = for sinllar systems S-T, the class Uya(S)a(T), the union
extending over all singlets a(S)-a(T); symmetric subspace of
the direct product.

Reflexive relation: =relation S.g T with (S=T)C (S R T);
subspace of I(S)XI(T) including the symmetric subspace.

BT. the transpose of R: =exe " (R) where e:S—4 T 1s the equiva-
lence map of S-T and R=S R T.

Symnetric relation: =relation S=ST.

Trensitive relation: =relation T with S, T 5,,5, T S3&s, I8

1
Functional relation: =relation S F T= Uang(g),where a ranges

3

over the singlets of S, and f:3S-~>»T 18 a map; the graph
A
U§(§X£A(§)) of an algebra map fA:TA-a?S-.
seqzs. the Z2-gequence of S's: =the product 8182 of two replicas
Sl-—s2 of 3; the ordered palr of two Sts.
diaZS, the diagonal 2—sequence'of S!'s: = squS\(Sl=SZ), the

restriction of 5152 to the class (81382); the subspace of

synretric tensors in l(sl)Xl(Sz)



Tt G be the oyiootric group on Lvo similar systens, §
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Quantum Statistics

he n sequence of c¢'s, an ordered
tuple of objegts isomorphic tic o,
the objget ¢ whose universal
ass is 1, the n-ﬁn power of I,
th cardxnaiity 7 ﬂfIf‘, The
qene_gf sequence of ¢'s is the ob-
ject seg _¢. which is an n-ssguaense
for sume n, the disjeint union
3eq ¢ = U r ‘s The card;qaxa,y af
seq is ?n finite if /I/ is greater
thar 0.

(]
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Y
g
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1
3

o

series The n seriss of c¢'s, an unordered
the symmeiric tensors n-tuple of ob;ecﬁs isomorphic to o,
on [ is the oRject ¢ with up‘ve*sai
2 class I obtained from I by iden-
tifying with respect to permutations
of the n objects, or is the sym-
ne,r z&% n-=*h power, with cardinal-
ity /71 (1*n~2} Slist ) in! with
i=/1/. T;e generic series of ¢'s is
the ohject ser ¢, which is an B
serias fur some i Ser © :

=1

LRV

.

The zardinalliity of ser ¢ is
; g
P

e 5

b“
._} i

infinite

iy fL4 is grester than 1.
set The n set of ¢'s, a set of n ¢'s,1s
the antisymmefric : :hﬁ object ¢ with universal class
tensors an ia I 7 obtained from I” by identifying
- with respect %o permutztions of ths
n oblecis and deleting sequences
with two or more identical elements,
or ig the ant 3jmmetrnzek n=th pow-
er, with zardinalizy /1 & /=
;Efﬁhixmnfi}ja Tne ganera: set of
¢t's iz the cbject set ¢ which is an
n sat for some n: st ¢= U ¢ “i, The
cardinality of set ¢ is thg 27, and
set ¢ ig usually written 27,

S 3 T
fhe subsui
.

tution of classical objects ¢ with guantum objects
q makes I become u HI
&

Abert space and makes the above descriptluﬂ.
of seq, ser, and seti becomes valid descriptions of thes ensemblesg of
"Maxweii-Boltzman® jects, "Boge~Einstein® objects, andéd “Fermi-
Dirac®™ objects, respectively. In this proecess all products of zetis
IR
8

are rerlaced &y direc? ﬂz@ﬁm“*ﬂ vf aiijﬁw’ spaces, unions are re-
placed by direci sums ihe statistics of an object is
gquivalent to dai-cpve tt iz & seq, ser, or set ensemble.
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